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Abstract:Highway embankment slopes are subject to potential failure due to extreme rainfall patterns. This study uses a fragility framework
to examine the failure probability of a highway slope consisting of Yazoo clay in the northern part of Jackson, Mississippi, USA. A finite-
element model of the slope is calibrated with available site data. Total rainfall depths between 47 mm and 630 mm are considered in the
application of the model under different high-to-low intensity and short-to-long duration categories for return periods up to 1,000 years.
Uncertainties in the rainfall patterns are incorporated through Monte Carlo simulation. The effects of extreme rainfall are integrated by
applying the intensity and frequency of rainfall events that are greater than those of typical design considerations. Fragility curves, the
continuous failure probability functions corresponding to a wide range of rainfall depths, are constructed using simulation outputs for differ-
ent limit states. Rainfall duration is identified as the key factor affecting the embankment’s fragility. Low-intensity and long-duration rainfalls
are found to be more detrimental to the slope compared to high-intensity and short-duration rainfalls. This study revealed that the major limit
state is only exceeded by post-200-mm rainfall depths, with an increasing exceedance likelihood at greater rainfall depths. Limit states
showed higher exceedance probability from higher frequency rainfalls due to the long rebound period of Yazoo clay. The findings from
this study may be utilized in the design of new embankments within the same region and in safety assessments of existing embankment slopes
under a range of rainfall conditions. DOI: 10.1061/NHREFO.NHENG-2248. © 2025 American Society of Civil Engineers.

Practical Applications: The fragility curves developed through this study offer important insights for earthen infrastructure planning and
design, enabling engineers to evaluate slope stability. Integrated with meteorological data, these curves can be instrumental in early warning
systems when a projected rainfall event may threaten slope stability. Their applicability extends to maintenance schedules of vulnerable
slopes, especially if a relatively high probability of failure is forecasted for future events.

Author keywords: Fragility curves; Slope stability; Highway embankments; Monte Carlo simulation; Extreme rainfall.

Introduction

Yazoo clay is a highly plastic soil commonly found in central
Mississippi, USA. Many highway embankment fills are composed
of this clay. The slopes of highway embankments constructed using
highly plastic clay exhibit a softening behavior at the top surface
over time, primarily attributed to the shrink-swell behavior from
wet-dry cycles. During periods of heavy rainfall, these slopes are
susceptible to failure due to the reduction in matric suction and soil

strength. In the Jackson area, Yazoo clay exhibits an upper weath-
ered zone above the unweathered clay (Taylor 2005). Due to its
very low hydraulic conductivity, the top layer becomes fully satu-
rated after prolonged wet periods (Khan et al. 2022). Engineering
safety measures are applied to prevent slope failures during lengthy
wet periods, such as applying H-piles and reconfiguring slopes to
milder angles (Khan et al. 2022). Instances of shallow slope failures
at highway embankment slopes, especially for Yazoo clay, are well-
documented in the literature (e.g., Khan et al. 2017, 2019, 2022;
Nobahar et al. 2019, 2020). Rainfall volume is a significant factor
causing slope failure, leading to substantial maintenance budgets for
repairs. Failure typically occurs either during or immediately after
the rainfall (Tohari et al. 2007).

Fragility curves are graphical representations of the probability
of a particular structural system reaching or exceeding a specific
limit state due to varying levels of a hazard intensity measure.
These curves have become critical in risk assessments, garnering
significant attention primarily in seismic risk assessment. Contrary
to traditional deterministic methods, which provide binary safety
outcomes, fragility curves provide continuous probabilities across
different hazard levels, offering a holistic risk assessment perspec-
tive. Fragility curves are widely used in risk assessment of civil struc-
tures subjected to seismic (e.g., Choi et al. 2004; Pan et al. 2007;
Celik and Ellingwood 2008) and wind hazards (e.g., Rosowsky
and Ellingwood 2002; Ellingwood et al. 2004; van de Lindt and
Dao 2009; Micheli et al. 2019, 2020; Wang et al. 2022).

The use of fragility curves is now expanding to water re-
sources and geotechnical engineering. For instance, Hall et al. (2003)
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constructed fragility curves for the national-scale flood risk assess-
ments in the United Kingdom. These authors considered the overtop-
ping and breaching failure modes of the earth structures. Apel et al.
(2006) developed analytical fragility curves for levee breaching, in
which the overtopping height and overflowing time are considered
as load intensities. The developed fragility curve was used for the
flood risk assessment of a section of the Rhine River. Vorogushyn
et al. (2009) built analytical fragility curves for levees subjected to
several failure modes. The authors accounted for the uncertainty of
parameters influencing the breaching with a Monte Carlo simula-
tion framework. Wu (2015) presented analytical and empirical fra-
gility curves for slope stability based on first-order reliability and
copula-based sampling methods. Wu’s findings revealed the in-
creased probability of failure resulting from greater inclination of the
slope, higher rainfall infiltration, and higher earthquake intensity.

Jasim et al. (2017) investigated the effect of extreme precipitations
on earthen levees by applying fully coupled stress-flow analysis to
a finite-element model of the selected levee section. D’Oria et al.
(2019) developed fragility curves for levees considering piping-
induced breaching. Then, they used the fragility curves for the Po
River flood hazard assessment. McKenna et al. (2021) constructed
fragility curves for moisture ingress and scouring of highway em-
bankments, considering the slope deformation as the measure of
damage and water intensity as the load. The research confirmed the
effect of higher groundwater levels on the increased vertical dis-
placement of the embankment.

These studies constitute significant efforts to evaluate the hazard
risk of levees and highway embankments. However, the fragility
curves available in the literature are rarely informed by field data
and do not consider the substantial state of the structure, which might
have changed relative to the design conditions. This study proposes
a framework to develop fragility curves of highway embankments

based on a finite-element model calibrated with field data. This ap-
proach bridges the gap between theoretical models and actual con-
ditions, offering a more precise tool for risk evaluation.

The proposed framework investigates the impact of rainfall con-
ditions and matric suction distribution on slope failures. The fol-
lowing rainfall categories are defined to characterize the external
hazard: high-intensity and short-duration, medium-intensity and
medium-duration, and low-intensity and long-duration rainfalls.
The magnitudes of the rainfalls are extracted from the National
Oceanic and Atmospheric Administration’s intensity-duration-fre-
quency curves (NOAA 2013), considering return periods ranging
from 50 years to 1,000 years for the Jackson area.

The contributions of this work are threefold: (1) incorporating
actual site conditions into a fragility framework; (2) expanding the
conventional use of fragility curves to highway embankments; and
(3) examining the effects of extreme rainfall events on a represen-
tative slope.

Selected Study Area

The study site is located in the northern part of Jackson, Mississippi,
at the intersection of US 80 and US I220 N highways. This site is
selected due to the available data and geometry. The site location is
depicted in Fig. 1. It is a 10-m-high slope, characterized by an angle
of 4H:1V. Nobahar et al. (2019) determined a soil unit weight of
21 kN=M3 on this site. The unweathered clay layer begins at a depth
of 6 m. The weathered top layer exhibits two different shear strength
parameters. Therefore, it is divided into two layers: the top at re-
sidual strength and the middle at full softening. The magnitudes of
the shear strength are based on the laboratory experiments of Khan
et al. (2019). The shear strength magnitudes of the soil layers are

Fig. 1. (Color) Satellite image showing the site location. (Image © Google, image Landsat/Copernicus.)
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shown in Table 1. Additionally, all three clay layers have a hydrau-
lic conductivity of 5.5 × 10−9 m=s and saturated unit weight of
21 kN=M3. The site investigation determined the mean ground-
water depth to be 4 m.

Methodology

The methodology comprises several steps, as illustrated in a meth-
odological framework in Fig. 2. The process begins with creating a
two-dimensional (2D) finite-element model of the embankment,
calibrated using site data, slope geometry, and material properties.
Preliminary analyses are then conducted to identify significant var-
iables affecting the seepage and slope stability. The magnitudes
for rainfall characteristics are extracted from intensity-duration-
frequency curves. Next, the uncertainty in the occurrence of these
variables is transformed into probability density functions. A total
of 2,000 inputs are generated as part of the Monte Carlo simula-
tion. Seepage and slope stability analyses are conducted for each
set of these inputs. Concurrently, three limit states are defined. The
input rainfall depth range is divided into several intervals, and the
corresponding failure probability is calculated based on the output
factor of safety (FoS) at each interval. Lognormal cumulative dis-
tribution functions are fitted to the failure probability data from the
intervals using the maximum likelihood estimation. Finally, ana-
lytical fragility curves for three limit states are obtained.

Modeling Seepage and Slope Stability

The 2D highway embankment model is subjected to seepage and
pore-water pressure change throughout the domain. The seepage
calculation in a porous medium is based on Darcy’s law, where
fluid movement occurs due to hydraulic gradient. The correspond-
ing 2D transient flow equation is expressed as follows:

∂
∂x

�
Kx

∂H
∂x

�
þ ∂
∂y

�
Ky

∂H
∂y

�
þQ 0 ¼ ∂θ

∂t ð1Þ

where Kx and Ky = are the hydraulic conductivities in the x- and
y-directions; H = is the total head; Q 0 = is the boundary flux; and
θ = is the volumetric water content, and t is the time.

The volumetric water content and hydraulic conductivity in par-
tially saturated soil are formulated using van Genuchten’s method
(van Genuchten 1980). The volumetric water content as a function
of pore-water pressure and soil water characteristic curve measures
is given by

θ ¼ θr þ
θs − θr

½1þ ðψαÞn�m
ð2Þ

where θs = is the saturated volumetric water content; θr = is the
residual volumetric water content; ψ is the negative pore-water
pressure (matric suction); α approximately corresponds to inverse
of air-entry value; and m and n are measures of pore size distribu-
tion. Similarly, the hydraulic conductivity K for changing pore-
water pressure is formulated as

K ¼ Ks
½1 − ðαψðn−1ÞÞð1þ ðαψnÞ−mÞ�2

ððð1þ αψÞnÞm2 Þ ð3Þ

where Ks is the saturated hydraulic conductivity.
The finite-element solution of this physical process is imple-

mented in the SEEP/W module of GeoStudio software. The soil
water characteristic curve of Yazoo clay used in this study is obtained
from the laboratory test of Nobahar et al. (2019) and presented in
Fig. 3. It is based on the laboratory test of the site soil samples, pub-
lished in Nobahar et al. (2019). The given soil water characteristic
curve is implemented in SEEP/W to calculate partially saturated soil
parameters as a function of matric suction. These parameters are vol-
umetric water content, hydraulic conductivity, and unit weight of the
soil at partially saturated conditions. In the case of rainfall infiltra-
tion, the volumetric water content of the soil layer increases, resulting
in increased unit weight and hydraulic conductivity.

The boundary conditions consist of rainfall as a hydraulic flux
and groundwater depth as a hydraulic head function. The transient
analysis, spanning 10 days, is divided into exponentially increasing
time steps to capture short- and long-duration rainfalls with a suc-
cessful numerical convergence. The seepage solution reflects the

Table 1. Magnitudes of different shear strength states of Yazoo clay

Parameter Name Unit
Residual
strength

Fully
softened Unweathered

Effective cohesion c 0 kPa 4.8 8.7 143
Effective friction angle ϕ 0 Degrees 12.8 18.6 20

Limit state
definition

Site data,
slope geometry,

material properties

Rainfall intensity
and duration data

(NOAA)

Definition of 
probability

density functions

Identification of
significant
parameters

Finite element 
model calibration

Random input 
generation

(Box & Muller, 1958)

Seepage and slope
stability analysis

Monte Carlo
simulation

Computation of 
exceedance 
probabilities

Lognormal 
cumulative
distribution 

function fitting

Analytical 
fragility curves

for 
three limit states

End

Start

Fig. 2. (Color) Methodological framework.
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increase in saturation of the top-level soil regions during the rainfall
and the subsequent decrease once the rainfall ends. This increase in
saturation results in heavier soil weight and reduced shear strength,
thus inclining the slope toward failure. The degree of this tendency,
i.e., FoS, is formulated based onMorgenstern-Price’s method, based
on the limit equilibrium, where the domain is divided into slices, in
which the equilibrium conditions are formulated as

Ff ¼
Pðc 0β cosaþ ðN − uβÞ tanϕ 0 cosaÞP

N sin a −P
P cosω

ð4Þ

Fm ¼
Pðc 0βRþ ðN − uβÞR tanϕ 0ÞP

Wx −P
Nf �P

Pd
ð5Þ

where Ff and Fm are the factors of safety equations with respect to
the force equilibrium and moment equilibrium, respectively; c 0 is
the effective cohesion; ϕ 0 is the effective friction angle; u is the
pore-water pressure; N is the slice base normal force;W is the slice
weight; P is the concentrated point load; a is the inclination of slice
base; β is the slice base length; R is the radius of circular slip sur-
face; x is the horizontal distance from slice centerline to the center of
moments; f is the perpendicular offset of the normal force; d is the

perpendicular distance from a point load to the center of moments;
and ω is the angle of the point load.

The iterative process of identifying the most critical slide is con-
ducted using the SLOPE/W module. The Mohr-Coulomb material
model is employed for slope stability. The analysis results are as-
sessed to be independent of variations in mesh size (1 m, 1.5 m, and
2 m). Accordingly, a mesh size of 1.5 m is selected for further
analyses to optimize the balance between computational efficiency
and the granularity needed for accurate analysis. This mesh size
effectively partitions the upper 3-m-thick soil layers into two even
sections, improving resolution where most critical, while also sim-
plifying the computational model for the predominantly unweath-
ered Yazoo clay in the lower layer. The domain is divided into
1,026 elements with 1,098 nodes.

Model Calibration

The field instrumentation data include time-dependent volumetric
water content and matric suction measurements from moisture sen-
sors located at the slope’s crest, middle, and toe. For each of these
locations, there are three sensors at depths of 1.5 m, 3 m, and 5 m.
In addition, hourly rainfall data from site gauges covering 144 days
between August 30, 2018, and January 21, 2019, are available.
During this interval, the top-soil layers were in nearly saturated
condition, leading to negligible changes in volumetric water con-
tent post-rainfall events. This condition likely occurs in Yazoo clay
embankments due to their low hydraulic conductivity and tendency
to retain infiltrated rainfall for extended durations.

On the other hand, the finite-element model is calibrated based
on partially saturated conditions, allowing the display of the changes
in volumetric water content resulting from rainfall infiltration. The
boundary conditions consist of impermeable layers on the sides and
the bottom, rainfall infiltration on the top, and the water head at the
right side of the slope. This water head boundary condition repre-
sents the groundwater depth in the model (GEO-Slope International
2012). Fig. 4 presents the model geometry, locations of the nine
sensors, and assigned layers. The top layer is composed of clay at
its residual shear strength due to the presence of highly plastic clay
susceptible to shrinkage and swelling resulting from seasonal wet-
dry cycles (Khan et al. 2017). The middle layer of fully softened
clay transitions between the active and unweathered zones.

The volumetric water content data from the nine sensors in the
field are time-averaged to discard the fluctuations. Nine correspond-
ing nodes are placed at the same locations in the finite-element
model’s mesh structure. The initial volumetric water content val-
ues at these nodes are manually adjusted by the groundwater depth

Color Name Unit 
Weight 
(kN/m³)

Effective 
Cohesion 
(kPa)

Effective 
Friction 
Angle (°)

Vol. WC. 
Function

Fully Softened Yazoo Clay 21 8.7 18.6 SWCC

Residual Yazoo Clay 21 4.8 12.8 SWCC

Unweathered Yazoo Clay 21 143.6 20 SWCC

24 m 40 m 22 m 

10
 m

 

3 
m

 

32
 m

 

1
2
3

4
5
6

7
8
9

Fig. 4. (Color) Two-dimensional finite-element model of Section A-A.

Fig. 3. (Color) Soilwater characteristic curve for Yazoo clay. (Data
from Nobahar et al. 2019.)
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to approximately match the sensor data. The volumetric water con-
tent values from the sensors and the model are presented in Fig. 5.
These values reflect the initial conditions of the finite-element
model prior to examining any rainfall effects.

The model’s response to different rainfall characteristics was
tested. The observed model results matched the predicted infiltra-
tion and rebound trends after the rainfall. Fig. 6 shows the slope
stability analysis results of the model in response to the rainfall data
over a 40-day period. The rainfall intensity is calculated by assum-
ing that these events are uniformly distributed throughout each
hour. These individual rainfall events are not extreme in magnitude
and are typical for the season. However, given the nearly saturated
conditions of the soil prior to the recorded data period, it is evident
that successive rainfall events cumulatively reduce the FoS. This
gradual reduction in FoS can lead to increasingly susceptible con-
ditions for slope failure, particularly in scenarios where the soil re-
mains saturated over prolonged periods, diminishing its capacity to
absorb additional water effectively. Fig. 6 shows that the changes in
the FoS are very rapid, which is due to the soil-water characteristic

curve of Yazoo clay. The varying volumetric water content signifi-
cantly affects matric suction, resulting in sudden changes in shear
strength parameters. In Fig. 3, the vertical axis is scaled by a factor
of 104. This highlights how small shifts in volumetric water content
can cause remarkable changes in matric suction for this soil type.

Description of the Selected Rainfall Characteristics and
Groundwater Depth

Preliminary analyses are conducted to identify the essential varia-
bles influencing the rainfall-induced slope stability of highway em-
bankments. The results suggest that the rainfall intensity, rainfall
duration, and groundwater depth prior to rainfall play important
roles in affecting the saturation and the resultant FoS of the slope.
Consequently, the effects of any variations in the magnitudes of
these variables are inspected.

To develop fragility curves that reflect a wide range of rainfall
conditions, encompassing both short and long durations, the follow-
ing durations were selected as representative categories of shorter to
longer durations: 30-min, 6-h, 3-day, and 7-day. The corresponding
intensities are determined using the intensity-duration-frequency
curves. These four characteristics are categorized into high-intensity
and short-duration, medium-intensity and medium-duration, and
low-intensity and long-duration. It should be noted that the low-
intensity and long-duration rainfall category includes both 3- and
7-day durations. The decision to combine these two durations is
made based on the insights both durations provide. Table 2 presents
the employed intensity-duration-frequency magnitudes for different
return periods. The uncertainty in the rainfall durations is captured
by assigning probability density functions with a mean value equal
to the selected duration within a range of�25% deviations from the
mean. Similarly, the uncertainty in the rainfall intensities is reflected
by corresponding probability density functions. In these cases, the
mean values correspond to a return period of 200 years, while the
range spans return periods between 50 years and 1,000 years. It
should be noted that the occurrence of 7-day rainfall is rare; how-
ever, including these events in the analysis extends the range of rain-
fall depths that the fragility curve can cover.

Greater return period events for each rainfall category resulted in
an increase in the total rainfall depth, leading to greater infiltration
and saturation. This situation results in a more pronounced reduc-
tion in the FoS, thereby increasing the tendency of slope failure.
Generally, highway embankment slopes are designed to withstand
rainfall events up to a 50-year return period. It might be extended to
a 100-year return period for more critical locations. However, on-
going climate change is altering the frequency and intensity of these
return period events. The more frequent occurrence of high return
period events does not allow enough rebound time for the slope to
recover from one significant rainfall event before being hit by the
next. Therefore, the nearly saturated conditions are more likely to
occur due to climate change. Additionally, increased intensities re-
sult in more substantial total rainfall for the same duration, leading
to higher saturation levels and lower corresponding FoS values.
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Fig. 6. (Color) Results of slope stability analysis for the site rainfall
measurements.

Table 2. Precipitation frequency estimates (in mm=h)

Rainfall category Duration

Return period (years)

50 100 200 500 1,000

High-intensity and short-duration 30-min 129 142 155 173 186
Medium-intensity and
medium-duration

6-h 27 30 34 39 43

Low-intensity and long-duration 3-day 3 4 4 5 5
7-day 1 2 2 2 3

1 2 3 4 5 6 7 8 9
Node
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Fig. 5. (Color) Comparison of volumetric water content from the
sensors and finite-element model.
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This study models the slope under higher–return period events,
i.e., a mean of 200-year return period rainfall intensity. Regarding
the increased frequency of extreme rainfalls, the variation of initial
conditions is captured by introducing random groundwater levels
in the model to reflect the potential effects of preceding extreme
weather events. For instance, a simulation with an initial ground-
water depth set at 3 m might simulate conditions following a recent
heavy rain, while starting with a depth of around 5 m could represent
a drier period. Based on the defined probability density function,
this method more frequently generates groundwater depths around
the mean of 4 m while less often producing values near 3-m and 5-m
extremes. This approach accounts for the likelihood of different ini-
tial conditions due to varying weather patterns prior to the analyzed
rainfall event.

Fragility Curves

Rainfall characteristics vary spatially and temporally. Similarly, the
embankment slope may experience varying groundwater depths
and, thus, different matric suction profiles. The combination of un-
certainties in both the load and resistance of the structure brings
a comprehensive understanding of the effects of rainfall on slope
stability. Uncertainties in such parameters are considered through
Monte Carlo simulation analysis, which enables the generation of a
range of potential rainfall scenarios, each with an associated like-
lihood. It should be noted that the uncertainties in the soil shear
strength parameters, c 0 and ϕ 0, in Eqs. (4) and (5), are disregarded.
Their variation around the mean value might cause higher or lower
FoS. However, their magnitudes are assumed to be constant to fo-
cus solely on the impact of rainfall and corresponding seepage on
stability.

For the Monte Carlo simulation, the three uncertain parameters,
namely rainfall intensity, rainfall duration, and groundwater depth,
are assumed to be normally distributed variables. Table 3 provides
these distributions’ mean, lower, and upper limits. For each rainfall
category, the limits of intensity (i) and durations (t), as well as the
corresponding rainfall depths (RD), are given. Some rainfall depths
intersect across different rainfall categories, illustrating that various
intensity and duration combinations can yield the same total rainfall.
However, their effects on the slope differ due to the different rates
affecting infiltration velocities and capacities. The high-intensity
and short-duration rainfalls result in relatively more minor total
rainfall depth than lower intensity and longer duration events.

The Box–Muller transformation method, known for its wide us-
age in the literature, was used for generating samples from a normal
distribution (Box andMuller 1958). Figs. 7(a–h) show the histograms
of generated samples for each rainfall variable. Their approximate
forms of normal probability density functions are demonstrated.
Monte Carlo simulation realizations are formed from pairs of ran-
domly generated rainfall intensities and durations specific to each
rainfall category based on the depicted values in intensity-duration-
frequency curves. For instance, Fig. 8 illustrates the Monte Carlo
simulation inputs for high-intensity, short-duration rainfall events.
These pairs create a rectangular hyetograph, which is applied to the
finite-element model as a boundary condition. Each color in the fig-
ure represents a different realization, corresponding to an input de-
picted in Fig. 7(a). While both intensity and duration realizations fall
within the limits specified in Table 3, the most frequently applied
magnitudes tend to be the mean values of 155 mm=h and 0.5 h,
respectively. Similar hyetographs are generated for each rainfall
category, allowing a diverse range of rainfall scenarios to be rep-
resented and analyzed.

Monte Carlo simulation is conducted using GeoStudio’s SEEP/
W and SLOPE/W modules. A Visual Basic script is developed in
Visual Studio to automate the execution of the analyses. Each tran-
sient analysis consists of a time-dependent FoS output; thus, the
minimum value is recorded to account for the most severe time in-
stances. There are 2,000 analyses conducted for Monte Carlo sim-
ulation, with 500 simulations allocated to each of the four rainfall
categories. The selection of 2,000 samples aims at optimizing the
balance between computational time and the quality of results.
While a larger sample size tends to smooth the resultant histograms
and enhances the subsequent fragility curve fitting, it extends the
total duration of the Monte Carlo simulation. The adequacy of this
sample size is affirmed as the fitted fragility curves pass the Lillie-
fors goodness-of-fit test, demonstrating that the sample size was
sufficient to develop robust and reliable fragility curves.

The embankment slope stability guidelines are well documented
by the U.S. Army Corps of Engineers (USACE 2021); typical mini-
mum design FoS values are 1.5 for normal long-term loading con-
ditions and 1.1 to 1.3 for infrequent loading conditions. Accordingly,
three different limit states are defined for this study. The minor limit
state is defined as any FoS below 1.5, indicating that while the slope
remains within acceptable conditions, it is nearing the lower thresh-
old of design safety. A further limit state, termed “medium,” is
bounded by the FoS of 1.3; any FoS below this threshold suggests
that the safety of the slope is starting to become compromised. The
most severe limit state, “major,” is specified at FoS of 1.1. A slope
reaching this FoS in response to a rainfall event is considered risky,
which warrants precautionary measures. The safety margin be-
tween the designed FoS of 1.5 and the deterministic failure point
of FoS 1 is segmented into these three distinct limit states, effec-
tively grading the severity of the conditions. The three limit states,
LS, are defined as follows:

LSðFoSÞ ¼

8><
>:
“Major” when FoS ≤ 1.1

“Medium” when FoS ≤ 1.3

“Minor” when FoS ≤ 1.5

ð6Þ

It is worth noting that when the FoS dropped below the critical
value, it exceeded the defined limit states. This failure does not nec-
essarily reflect a physical failure at the site, but it indicates that the
structure’s capacity to provide a specified level of service has been
exceeded. The direct damage from the rainfall load is the increased
saturation level of the domain, which is the early indicator of failure.
As the saturation level rises, the slope’s strength diminishes, directly

Table 3. The mean and limits of the normally distributed variables

Variables Name
Lower
limit Mean

Upper
limit

High-intensity and
short-duration
rainfall

ihs (mm=h) 129 155 186
ths (min) 22 30 38

RDhs (mm) 47.3 77.5 117.8

Medium-intensity and
medium-duration
rainfall

imm (mm=h) 27 34 43
tmm (h) 4.5 6 7.5

RDmm (mm) 121.5 204 322.5

Low-intensity and
long-duration
rainfall (1)

i1ll (mm=h) 3 4 5
t1ll (days) 2.25 3 3.75
RD1

ll (mm) 162 288 450

Low-intensity and
long-duration
rainfall (2)

i2ll (mm=h) 1 2 3
t2ll (days) 5.25 7 8.75
RD2

ll (mm) 126 336 630

Groundwater depth d (m) 3 4 5
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reducing the FoS both during and immediately after the rainfall and
making it more vulnerable to future rainfall events.

Fragility curves are developed for the three limit states based on
the results of the Monte Carlo simulation outcome using the maxi-
mum likelihood estimation (Shinozuka et al. 2000a, b, 2002; Dang
et al. 2017). The maximum likelihood estimation method allows
the estimation of the characteristics of the probability distribution
that make the observed data most probable. This is achieved by
defining an objective function that quantifies the deviation between

the observed data and the theoretical distribution and numerically
optimizing this function to find the parameters that minimize this
deviation. A lognormal distribution is assumed for the three fragility
curves, as customary in the literature (e.g., Singhal and Kiremidjian
1996; Shinozuka et al. 2000b; Ellingwood et al. 2004, 2007;
Ellingwood 2008; Casciati et al. 2008; Baker 2015). Additionally,
a lognormal distribution is preferable for modeling the fragility
curves because it restricts intensity measures to positive values. This
characteristic aligns with the physical realities in civil engineering,
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Fig. 7. (Color) Histograms of input boundary conditions.
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where such measures inherently cannot be negative. The fragility
curve, FrðrÞ, representing the conditional probability of exceeding
a limit state, PðLS ≥ lsjRD ¼ rÞ can be expressed as

FrðrÞ ¼ PðLS ≥ lsjRD ¼ rÞ ð7Þ

where PðLS ≥ lsjRD ¼ rÞ is the probability that the FoS falling
below a specific limit state threshold ls when the rainfall depth
(e.g., intensity measure), RD, is equal to a certain rainfall depth, r.
This probability reflects the fragility function in the form of a log-
normal cumulative distribution function with a median, θ 0, and stan-
dard deviation, β 0:

PðLS ≥ lsjRD ¼ rÞ ¼ Φ

�
lnðr=θ 0Þ

β 0

�
ð8Þ

where Φ is the standard normal cumulative distribution function.
For a lognormal distribution, the likelihood function, Lðθ 0;β 0Þ,

is the product of the individual probabilities given by the cumula-
tive distribution function:

Lðθ 0; β 0Þ ¼
YN
i¼1

½Frðri; θ 0; β 0Þ�Yi ½1 − Frðri; θ 0;β 0Þ�1−Yi ð9Þ

where N is the number of intervals the rainfall depth range is di-
vided into, ri is the rainfall depth from each interval center, and Yi
is a Bernoulli random variable and is equal to Yi ¼ 1 if a limit state
is exceeded; if not, Yi ¼ 0. The natural logarithm of the likelihood
function, log-likelihood, ll, is taken to turn the product terms into
sums:

llðθ 0;β 0Þ ¼
Xn
i¼1

Yi · ln½Frðri; θ 0; β 0Þ� þ ð1 − YiÞ

· ln½1 − Frðri; θ 0;β 0Þ� ð10Þ

Next, the maximization of the likelihood function is to be
performed. Considering the numerical optimization methods are
mainly designed to minimize functions, the log-likelihood equation
is multiplied by −1 to obtain the negative log-likelihood function,
nll, as follows:

nllðθ 0; β 0Þ ¼ −Xn
i¼1

Yi · ln½Frðri; θ 0;β 0Þ� þ ð1 − YiÞ

· ln½1 − Frðri; θ 0; β 0Þ� ð11Þ

The optimization problem results in the following minimization
of the negative log-likelihood function:

ðθ̂ 0; β̂ 0Þ ¼ argmin
θ 0;β 0

ðnllðθ 0;β 0ÞÞ ð12Þ

The estimated lognormal cumulative distribution function param-
eters, ðθ̂ 0; β̂ 0Þ, are calculated following the aforementioned steps. It
should be noted that, although maximum likelihood estimation is
common in the literature, this method has certain inherent limita-
tions (e.g., Ioannou et al. 2012; Mai et al. 2017; Zentner et al.
2017; Rohmer et al. 2020) and alternative methods can be em-
ployed for different applications.

Results and Discussion

Transient analysis results typically reveal a certain general behavior
in the seepage and slope stability models during rainfall events. In
particular, the infiltration causes the phreatic surface to rise toward
the top layer during the rainfall. During this stage, the FoS of the
slope significantly decreases, reaching its minimum value at the
end of the rainfall. Similarly, when the rainfall stops, the phreatic
surface descends to deeper depths, and FoS increases.

This model behavior is presented in Fig. 9 for a 3-day-long rain-
fall event from the low-intensity and long-duration rainfall category.
Fig. 9(a) shows the initial matric suction distribution across the do-
main, and the corresponding FoS is 1.69 on Day 0. The impact of the
rainfall is the increased pore-water pressure of top layers in Fig. 9(b)
on Day 3 when the rain stops. It is observed that the model domain is
almost fully saturated, and the FoS has reached its minimum with a
33% reduction from the initial value. Finally, Fig. 9(c) depicts the
result on Day 30. It shows that the initial matric suction distribution
and the corresponding FoS are restored to the initial distribution
again on Day 30. This demonstrates a considerably long rebound
period of upper clay layers and indicates the increased severity of
saturation during consecutive rainfall events. In other words, after
the representative 3-day-long rainfall, any successive rainfall within
30 days would accelerate the fully saturated conditions conducive to
more severe damage to the slope.

The rise of the phreatic surface is relatively faster for high-
intensity and short-duration rainfalls but with a minor overall in-
crease in height. This quick response reflects the sudden but limited
total infiltration, as the short rainfall duration does not allow for
extensive saturation of the upper soil layers, resulting in a relatively
minor reduction in the FoS. Conversely, low-intensity and long-
duration rainfall events lead to a slower but more significant rise
in the phreatic surface, resulting in almost fully saturated top-soil
layers. This gradual process increases the soil weight, leading to
substantially lower FoS values. Medium-intensity and medium-
duration rainfalls deliver a middle ground between total rainfall
depths and saturation from the aforementioned two extremes of
rainfall categories.

The histograms of output FoS for each rainfall category are plot-
ted in Figs. 10(a–d). These results reveal that the FoS distribution
for each rainfall category approximately follows a normal distribu-
tion. In examining these histograms, it is apparent that the mean FoS
decreases from high-intensity and short-duration to low-intensity
and long-duration rainfalls. This suggests that the low-intensity
and long-duration rainfalls cause more severe damage to highway

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Rainfall duration (hr)

0

20

40

60

80

100

120

140

160

180

200

R
ai

nf
al

l i
nt

en
si

ty
 (m

m
/h

r)

Fig. 8. (Color) Randomly generated hyetograph input for high-
intensity and short-duration rainfalls.
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embankment slopes with a mean FoS of 1.087 after a 7-day rainfall
[see Fig. 10(d)]. It should be noted that this 7-day rainfall has a
mean intensity of 2 mm=h.

This observation agrees with the understanding that a soil’s in-
filtration capacity is limited by its hydraulic conductivity, and the

excess rain becomes surface runoff. Therefore, the rainfall duration
appears to be the most significant factor in slope stability. Increas-
ing duration exposes upper soil layers to longer infiltration time,
thus creating a more saturated ground that is more prone to failure.
On the other hand, high-intensity and short-duration rainfall events
cause less damage in terms of slope stability. The limited absorp-
tion time for the soil results in most of the rainfall depth shifting to
surface runoff.

Notably, the lowest FoS recorded is approximately 1.077 [as
depicted in Fig. 10(d)] under the most severe rainfall conditions.
This critical state typically arises when high groundwater levels,
i.e., nearly saturated upper soil layers, couple with a long-duration
rainfall. The same rainfall event might yield a higher FoS if coupled
with a lower groundwater level. This underscores the importance of
considering the probabilistic combinations of rainfall events and
pre-rainfall groundwater levels in Monte Carlo simulations for a
comprehensive slope stability analysis. Furthermore, this minimum
FoS represents a small fraction of the overall probability density
function, indicating a lower likelihood of occurrence.

The most severe FoS values for the first three rainfall categories
are 1.42, 1.22, and 1.11, respectively. These findings imply that the
current slope configuration remains above the traditional failure cri-
terion of FoS less than 1. However, this conclusion takes only the
uncertainty in rainfall characteristics and groundwater depth into
account. If uncertainties in soil shear strength parameters were also
considered, potentially even lower FoS values might be observed.

The validity of the developed fragility curves is assessed using
the Lilliefors goodness-of-fit test as described in Porter et al. (2006,
2007). The curves are tested at the 5% significance level, i.e., the
proposed lognormal distribution curves are assessed to be acceptable
for a 95% confidence level. The maximum difference between the
theoretical and empirical cumulative distributions,D, is calculated as
0.249, 0.048, and 0.134 for minor, medium, and major limit states,
respectively. The recommended critical difference, Dcrit, corre-
sponding to the 5% significance level, is determined to be 0.291.
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Fig. 10. (Color) Histograms of FoS (Monte Carlo simulation output) for each rainfall category.
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Fig. 9. (Color) Model behavior during the 3-day-long rainfall: (a) initial
conditions on Day 0; (b) highly saturated top layers when the rainfall
stops on Day 3; and (c) restored initial conditions on Day 30.
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Since D < Dcrit for all three limit states, the goodness-of-fit of the
developed fragility curves is accepted based on this common prac-
tice in the literature. Fig. 11 presents an estimated cumulative dis-
tribution function fit based on the maximum likelihood estimation.
This is the output for the medium limit state, where the critical FoS
is 1.3. It is visually supported that the lognormal cumulative dis-
tribution function, estimated using the failure data from each rain-
fall interval, corresponds closely with the calculated probability of
exceedance.

Table 4 reports the θ 0 and β 0 parameters for the estimated log-
normal curves. The median value, θ 0, corresponds to a rainfall depth
with a 50% exceedance probability of a limit state. For example,
a rainfall depth of 133 mm would result in a 50% probability of
exceeding the minor limit state. These parameters can be used to
reproduce the fragility curves and calculate the probability of ex-
ceedance for other rainfall depths.

The comprehensive fragility curves for three limit states are pre-
sented in Fig. 12. These curves represent the probability of exceed-
ing a limit state for a wide range of potential rainfall depths. The
plot covers the majority of the intensity-duration-frequency data to
which the slope might be subjected throughout its service life. As
observed, the exceedance of the major limit state is only possible
for rainfall depths within the 200–650 mm range. On the other
hand, even the minor limit state is not exceeded for rainfall depths
below 65 mm.

Additionally, the figure suggests that exceeding the medium limit
state is only possible for rainfall depths exceeding approximately
100 mm. The median value, i.e., 50% probability of exceedance,
is 174 mm. Once rainfall depths exceed 230 mm, the exceedance
probability reaches 95%. Similarly, the major limit state might be
exceeded for post-200-mm rainfalls, with the probability reaching
95% for rainfalls of 550 mm or more.

The developed fragility curves can be used to assess the safety
of similar slopes in the region. This plot could be used to evaluate
suspected slope failure following a recent heavy rainfall event. Ad-
ditionally, design engineers may utilize this plot in future designs of
highway embankments. Considering that the rainfall input is based
on extreme, higher–return period events, this plot can be adapted
for design actions based on future extremes.

A limitation of applying the presented methodology to Yazoo
clay is that the soil water characteristic curve has its upper and
lower bounds due to the previously mentioned cracks in the soil
resulting from wet-dry cycles. Current finite-element software does
not allow for accounting for different bounds of the soil water char-
acteristic curve. Therefore, this study used the average soil water
characteristic curve for Yazoo clay, resulting in minor discrepancies
between the sensor data and the finite-element model data.

Conclusion

The stability of highway embankments under extreme rainfall
events has been investigated. An example site located in Jackson,
Mississippi, with available soil parameters and matric suction data,
is selected for this study. A finite-element model is developed and
calibrated using the site data to simulate the impacts of different
rainfall characteristics. Rainfall events are divided into four cat-
egories, considering their intensity and duration. The effects of ex-
treme rainfalls are considered in two different ways: the increased
mean rainfall intensity and changing groundwater depth related to
the increased frequency of extreme events. Monte Carlo simulation
is conducted using GeoStudio software. The seepage and slope sta-
bility analyses are performed, and the factor of safety against slope
failure for each set of inputs is computed. Different limit states are
established based on the recommended minimum acceptable factor
of safety values in design guidelines. The simulation inputs and the
corresponding outputs were utilized to construct fragility curves.
Lognormal cumulative distribution functions are fitted to Monte
Carlo simulation outputs using maximum likelihood estimation.
The plot of continuous limit state exceedance probabilities of the
highway embankment slope for a wide range of rainfall loads is
presented. The following are key findings of this study:

Table 4. Median and standard deviation of the fragility curves

Limit states Critical FoS θ 0 β 0

Minor 1.5 133 0.31
Medium 1.3 174 0.16
Major 1.1 365 0.24
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Fig. 12. (Color) Fragility curves for slope failure at different limit
states.
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Fig. 11. (Color) Lognormal fragility curves based on maximum like-
lihood estimation for the medium limit state.
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• Highway embankment slopes are more susceptible to serious
damage from low-intensity and long-duration rainfalls than
higher intensity and shorter duration rainfalls.

• Rainfall duration emerges as the critical variable influencing the
soil saturation level for the case considered here, thereby affecting
the slope’s vulnerability. This increased slope failure tendency is
attributed to the low infiltration capacity characteristic of highly
plastic soil types.

• The probability of exceeding each limit state increased propor-
tionally to rainfall depths. This revealed the more severe impact
of extreme rainfall intensity.

• The long rebound duration of Yazoo clay is demonstrated. Re-
garding the increased frequency of extreme rainfall events, the
higher impact from consecutive rainfall events is revealed.

• The lowest computed FoS in this investigation is 1.07. This is
lower than the required minimum FoS recommendations in em-
bankment design guidelines.

• For any given rainfall depth, there are distinct probabilities that
it will exceed various limit states, as demonstrated by the fragility
curves. Therefore, a specific rainfall depth should not be directly
linked to a particular damage outcome. Instead, each rainfall
depth is associated with its own set of probabilities for causing
different levels of damage.
The methodology is applicable for fragility curve building for

different embankment types when considering slope stability. The
framework mainly applies to regions with high-plasticity clay com-
monly used for embankment filling.
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Notation

The following symbols are used in this paper:
a = inclination of slice base;
c0 = cohesion;
D = difference between the theoretical and empirical

cumulative distributions;
Dcrit = critical difference in Lilliefors test;

d = perpendicular distance from a point load to the center
of moments;

Ff = force equilibrium;
Fm =moment equilibrium;
Fr = fragility function;
f = perpendicular offset of the normal force;
H = total head;
i = rainfall intensity;

Kx = horizontal hydraulic conductivity;
Ky = vertical hydraulic conductivity;
L = likelihood function;
ll = log-likelihood function;

m, n =measures of pore size distribution in van Genuchten
equation;

N = slice base normal force;
nll = negative log-likelihood function;
P = concentrated load;
Q0 = boundary flux;
R = radius of circular slip surface;

RD = rainfall depth;
t = rainfall duration;
u = pore-water pressure;
W = slice weight;
x = horizontal distance from slice centerline to the center

of moments;
α = van Genuchten equation parameter corresponding to

the inverse of air-entry value;
β = slice base length;
β 0 = standard deviation;
β̂ 0 = standard deviation estimation;
θ = volumetric water content;
θ0 =median;
θ̂0 =median estimation;
θr = residual volumetric water content;
θs = saturated volumetric water content;
Φ = standard normal cumulative distribution function;
Φ0 = friction angle;
ψ =matric suction; and
ω = angle of the point load.
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